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Motivation

A What is Azure
A A bit of history
A Where we are going




Azure Global Footprint
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AzureScale

~100,000

New Azure customer
subscriptions/month

20million

SQL database hours
used every day

>60Trillion

Storage objects
in Azure

> (Trillion

Storage transactions
every month

4 2 Swillion

Azure Active
Directory Users

©0gillion

Hits to Websites run on
Azure Web App Service

5 7%

Of Fortune 500 Companies use
Microsoft Azure

>1Trillion

Messages delivered every
month with Event Hubs



Resource utilization 1n Azure

A Eachl% of utilization gain resulta millions of $savings



Resource utilization 1n Azure

A Eachl% of utilization gain resulta millions of $savings

[ N

VM allocation algorithms are crucial for operating Azure
effectively!
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AZURE INTERNALS



Virtual Machine Types

A Azure currently has three VM families:

A:HighValue D: LowLatency, SSD G Extreme Performance, SSD

Type  Cores RAM Type  Cores RAM Type  Cores RAM
A0 1 0.76¢ G1 2 28
Al 1 1.75 G2 4 56
A2 2 35 G3 8 112
A3 4 7 G4 16 224
A4 8 14 G5 32 448

_ A5 2 14

High Memory— A6 4 28
A7 8 56

Infiniband
A10 v - Faster CPUs
All 16 11




Virtual Machine Architecture

A Nety\(ork, local aqd remote s.torage are =| Microsoft
additional allocation dimensions

A Ephemeral storage: uses local storage
bandwidth and space

I Backed by local HDD or SSD

A Persistent storage: uses network
bandwidth o

E\, F\, etc.
I Cached on local server RAM, HDD or S¢& OS Disk - Data Disks

I Backed by Azure Storage page blobs RAM Cache l

~

i a{é SGFNARAIyGa 6803 <Efnéy Oy 72 QEERH 5

Linux
111, 4

: Local Disk Cache
backed Premium Storage ¥



Avallability DomainsFDs and UDs

A Fault domain: largest scope singleint of failure in a datacenter
I SPoFsserver, TOR, PDU => rack
A Update domain: group of servers that can be updated in parallel

I Periodic host software (e.g. hypervisor and OS) require reboots
I Some VMs may not wish to be rebooted concurrently

TOR TOR TOR TOR TOR

Servers

Fault Domain Racks



Avallability Set FD and UD Constraints

A Availability Sets group collections of VMs with related availability constraints
I Upto 3 FDs,upto20UDs M
I More FDs available for infrastructure
A Examples:
. . : . Availability Set 2
I 3 VMs performindg?axogeplication: 3 FDs L FDs: 2 }
a

i 10 VMs serving web requests: 90% availability goai_____ -
oo 1 o

Availability Set 1 ! : : !

FDs: 3 ; o |

UDs: 3 i i i i
- =i
A upo N UD1 R uD2 i | : :
et et N oo BEEEE - §
_FDOf | FD1ii FD2 | =l oo
. FDO { | FD1 !

e d (I



Fabric Clusters

ACIFONARO [/ 2y UNRT t SNY
I Uses 5serverPaxostype replication for high availability
I Exposes API for deploying, deleting and updating VMs

I Keeps tracik of server and VM health 5
ACIFONRO [/ 2YyUNREEfSNI Ol y

NRSFNBE | yR +

I dzii 2y 2 Y 2 dza

I Detects server has failed and restarts VM on a healthy server

FC1

FC2

FCn




VM Allocator

A Composed of clusteselection, admissiogontrol, and intracluster allocation
algorithms

A Multi-level:
I First, select FC cluster
I Then, FC cluster allocator places \WMsservers

o e . ) Cluster & Service -_—
Availability Set Availability Set — [ ClusterSelection [ e ] DC
P e Azure
[ Admission Control[ Admission Control] [ Admission Control] >_ Allocation
( N\ 1
( Allocation & N ( Allocation & N Allocation & Eng|ne
Healing

Healing || ||  Healing | \ ® -

Buffer




ALLOCATION BASICS



Allocation Scenarios

A Newlydeployed services, service evictions, -Br&d LG A 2y a X X
A Scaleout of existingservices

A Servicehealing afterfailures

A Optimizing for hosOSupdates

A: UDO 1 { A:UD 1

B:UDO B:UD 1

A:UDO } [ A:UD 1

B:UDO B:UD1




Constraints

A Placement constraints

I Resource constraints: Sum of resources of all VMs on a node cannot exceed server resources
o/ t] X YSYZ2ZNEZXZ RAaAal1Z {{5Z ySug2z2N]
A BinPacking

I Failure domain constraint:. VMs of the same tenant must be spread across many failure domait

I Colocation constraints: Certain types of VMs cannot béocated together

Coresf

Memory

—>
{ VM1
Disk

Core




Buffers

: : : Healing threshold
A Unit of allocation is a cluster (#empty nodes)

I If a node or rack fails, VMs must be healed to empty capacity within the cluster.
. : -y Scaleout threshold
i If a service wants to scatmut, extra VMs are placed within the cluster (#empty nodes)

A We keep sufficient emptyesourcebuffersin each cluster (healing, sc

S, space).

Gen3Threshold(50, 25Heavy Gen3Threshold(70, 35Heavy
88% 10.0000% 88% 10.0000%
86% 86% mmm AverageCoreUtilization
84% 1.0000% 84% —|nstanceScaleOutFailureRate 1.0000%
% ) S - |nstanceHealingFailureRate o
= 82% = = 82% =
S 0.1000% @ 0.1000% [
= 80% = 80%
= o = Q
= 78% = 2 78% =
< 0.0100% ‘g o 0.0100% ‘g
8 76% L 8 76% L
74% 0.0010% 74% 0.0010%
70% 0.0001% 70% 0.0001%
0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5

ScaleOutPercentage ScaleOutPercentage



Simplified View of Cluster Buffers

Cluster

Cluster
TOR TOR Healing Buffer
:] —————————————— ScaleOut Threshold = - for healing
[::j Scaleout/Growth Buffer
:] _____________ New Deployment fOI’ Scaleouts
X Threshold
Rack
= fOor new services
' —

Node



Simplified View of Cluster Buffers

Whennew deployment threshold
IS reachedno new deployments
Into this cluster.

Healing Buffer
—————————————— ScaleOut Threshold = =

————————————— New Deployment Threshole

Whenscaleout thresholdis
reached, existingenants
cannotgrow anymore
ScaleOut Failuresoccur!

Whenhealing bufferis

exhausted, node/rackailures
cannot be healed.

Healing Failuresccur!

Healing Buffer
—————————————— ScaleOut Threshold = =

————————————— New Deployment Threshole

Healing Buffer
—————————————— ScaleOut Threshold = =

————————————— New Deployment Threshole




Fragmentation

A The actual utilization in a cluster is lower than New Deployment Threshol(y™
A Fragmentationd spatial fragmentation + temporal fragmentation (church) \

A Amount of fragmentation depends on workload, cluster generation, policy O
settings, features, etc.

Healing Buffer

—————————————— ScaleOut Threshold = =

————————————— New Deployment Threshole

—

Fragmentation

Healing Buffer
————————————— ScaleOut Threshold = =

eployment Threshole

Healing Buffer

ScaleOut Threshold = =

New Deployment Threshole




Setting the Thresholds / Limits

Healing Buffer = 5 Nodes

ScaleOut Threshold = =

Scaleout/Growth Buffer = 5 Nodes
————————————— New Deployment Threshole

Buffers Too Small

Healing Buffer = 20 Nodes

ScaleOut Threshold = =

Scaleout/Growth Buffer = 15 Nodes
————————————— New Deployment Threshole

Buffers Balanced

Healing Buffer = 20 Nodes

ScaleOut Threshold = =

Scaleout/Growth Buffer = 50 Nodes

_____________ New Deployment Threshole

Buffers Too Large

ScaleOut Failure Rate

0,
0.50% 0.42%
0.40%
0.30%
0.20%
0.10% 0.06% 0.04%
0.00% B =
Too Small Balanced Too Large

2.50%
2.00%
1.50%
1.00%
0.50%
0.00%

Healing Failure Rate

2.12%

0.01% 0.00%

Too Small Balanced Too Large

Utilization

94%
92% 91.53%
90%
88% 87.29%
86% 83.95%
84%
80%

Too Small Balanced  Too Large




Utilization vs. Empty Nodes

Utilization: ~66%
Empty nodes: O

Cannot heal 1/3 possible singleode failures

Cannot host one more fuflize instance

§e

Utilization: ~66%
Empty nodesl

Can heal all possible oreode failures

Can hosbnemore any possible instances

r \ mmmmm— |
4
L—A [ —




Utilization vs. Empty Nodes

. Utilization: ~66%

Utilization numbers are not well correlated to whether
we can heal or scaleut in a cluster.

lures

e

[ AYAGA &aK2dzf R 0S SELINBA&A:
In a clusterg not utilization.

< 4

ITIPLY TIUUTO.L

Can heal all possible oreode failures

Can hosbnemore any possible instances

r \ r— \
——
L—A [ —




Optimizing

A The more tightly we can pack VMs,

X GKS tS&a o0dF TSN 6 'é'gh @Z@tf—@'&ﬁ Lower COGS

X (KS t8aa TN IAYS gf utgization gaip;resylts
X GKS &I &ASNI-BusNJ ?“ QNPT $5aViNgsy ¢ &

A Allocation decision is in critical path of deployment. We want relatively simple
andvery fastalgorithms

A Algorithms must take decision based lidtie knowledge

I Algorithms are onlind, need to take decision for each VM immediately
I We do not know how long each VM will remain deployed before it leaves

A We want toavoid VM migrationas much as possible

A Algorithms should bedaptiveto adjust to changes in workloads, hardware,
policies, constraints, platform characteristics, etc.



Resource Utlilization

A VM Packing should achieve higilization across all resource dimensions
1. Multi-dimensional resource packing

VM Allocator should be aware of A We usemulti-dimensional bestfit.

Multiple Resource Dimensions: [Heuristics for Vector Bin Packing
Panigrahyet al., MSR Tech Report 2011]

A Each resource dimension d is assigned a
weighty A scarcity of the resource.

A 1 is the residual resource of a node

A Allocate the VM to the node that

Cores Cores

—

Memory

Memory

wasted minimizess o zi
memory



Multi-Dimension Optimization

A VM Packing should achieve higilization across all resource dimensions

1. Multi-dimensional resource packing

2. Take into accoundbnline nature ofserviceallocation

VM Allocator should be aware of
online nature of allocation

Instances to allocate

VM a

Node 1 Node 2

— <

A Simple exampleAssume every VM has
probability of Y2 of leaving until time T.
A Probability that we can deployM, ?
A If new VM is placed on Node 1:

(5)+() =%
A If new VM is placed on Node 2:
(3)+(2) =1

A Placing new VM on Node 2 is better !




Azure MulttDimensional Adaptive VM Packing

-

A Azure allocation algorithm achieves
nigh i ati b di : Reduces resource waste
igher utllization across source aimensions — by ~40% compared to
i Multi-dimensional resource packing simple baseline algorithms
I Take into accoundnline nature ofservice allocation )

A Achievesiear-optimal properties in terms of
healing & availability

A Allocationengineis adaptable

I Easyto evaluate impact of changes
(new service or VM typebardware X X o
policyO2 Y FAIdzN) A2y S FSEFidzNBaz SG0X0

Al R2dzada G2 62N]Jf2FRE KFNRgIINBZ SU0X



MULT{PRIORITY ALLOCATION



Multi-Priority Allocation

A So far, we assume all VMs are of equal priority
A What if we want to run workload of different priorities?

A For example, run lowpriority VMs in unused resource slots (fill in
fragmentation) or in safety buffers. Evict these VMs if higtraority VMs
arrive.

A dMulti-priority bin-LJ- O1T Ay 3 LINRoOof SY§

A Obijective: Pack as much as possible from higpgstity. Given that, pack
as much as possible from next highgsiority, etcX



Multi-Priority Allocationg Metrics

[j High Priority

Low Priority

A Three metrics determine allocation decision for a new VM

Good p{) Bad pi)

Bad el)

dotlf g

|

Good sf Bad sl

1. PackingQuality p(): Same as in singlariority case.
High packindj dz t AG& YSFya | +a aTFAil
2. Eviction Cost e|: Cost of evicting lowepriority VMs o
when deploying the VM to a node
3. SafetyScore 9. We should deploy a lovgriority VM |
02 I y2RS 2y gKAOK (KS +a M3z~

alongtime.Safetgf O2 NBE A ad KAIK ATANKS

IS highA less impact on future highriority VM allocation.

£

=

118 @
i

Next time a higkpriority VM is allocated,
it will likely be placed on Node 2



0.82

0.81

0.8

0.79

0.78

0.77

0.76

0.75

0.74

Multi-Priority Allocationg TradeOffs

D High Priority

Low Priority

A The three metrics are often at odds with each other. Which node to place the new \

new instance:

|

CPU Utilization of Highest Priority
Workloadwith baseline algorithm
0.8087

Utilization loss due to
suboptimal packing when
always minimizing evictions

0.7643 0.7640

SinglePriority TwoPriority ThreePriority

S

2/

If we minimize eviction cost,
packing quality decreases.

. l [ Packingguality vs. evictiortcost tradeoff }\6(




C] High Priority

Multi-Priority Allocationg TradeOffs Low Priorit

A The three metrics are often at odds with each other. Which node to place the new \

new instance:

Packing score is optimized for
Nodes 1 or 2.

Survivadtime is best in Node 3.

4 ) 4 ) 4
)
Packingj dz t Aie $a¥S3a

@fﬁ'{zﬁﬂ’aﬁél- i
Q



Computing the Safety Score

We use statistical
information of workload
(Datadriven)

1. Compute arrival rate of each VM type
2. For each node v, and each VM type t:
We use a clever algorithr

Computesafety-distancef,t). < that can compute these
A Expected time until some VM will be evicted due to values very quickly.
subsequent VM of type t, if new VM is deployed on node v.
dangerprobability(v,t) = 1 / safetydistancey,t).
_ The approx. probability
3. For each node v: that some VM will be
dangerprobability(v) =1, (dangerprobability{,t)) <« evicted within the next

- time interval, if the new
Safetyscore(v)= 1/dangefprobability(v) VM is placed on Node v.




Computing the Safety Score

Example 1:Algorithm is effective atapturing true safety of different nodes:
A Assume two VM types Large and Small (Arrival intervals: Large=3, Small=1)

«— Instanceto Deploy

danger-probability(v,t)

_ H(small) 2 5 9 » 4 H(small)  1/2 1/5 1/9

|‘>i H(large) - - 3 ‘ H(large) 0 0 1/3
' — Sum 12 15 4)9

danger-probability(v) ﬁ

safety-distance(vt)



Computing the Safety Score

Example 2:Algorithm is effective ahutomatically adjusting to cluster state:
A Same example as before, except we add two additional empty nodes

«— Instanceto Deploy

danger-probability(v,t)

: [ H(small) 2 5 17 N l H(small) 1/2 1/5 1/17

H(large) - - 9 H(large) 0 0 1/9
f l——» Sum 1/2 1/5 26/153
safety-distance(vt) The existence of additional
’ empty nodes has made

) 1t Safest node @
this node much more safe! danger-probability(v) has changed!




Computing the Safety Score

Example 3:Algorithm isaware of existing lowpriority VMSs:
A Same example as before, except one empty node now contains-priovity VM

H
H

«— Instance to Deploy

danger-probability(v,t)

H(small) 2 5 13 N / H(small) 1/2 1/5 1/13
r Hlarge) - . 6 H(large) 0 0 1/6
, The existence of lovpriority VM I'_" sum 1/2 1/5 19/48
safety-distance(vt) in this node has made the
empty nodes less safe! danger-probability(v) Safest node ﬁ

{YFEfSNY DBRY LA d&F TS NE has changed!



Adaptivityof Safety Scores

A Safety scores automatically adapts to changes in Azure clusters
(due to workload changes, policy changes, hardware chaet®§,0

HP Util 75%; LP Util 14%; Total Util 89% HP Util 80%; LP Util 13%; Total Util 93%
3000 200
800
2500
J00
2000 600
v @
— fl 500 =
O o =
&_}J 1500 % o0 §
=
:qj 1000 % 300 ®
o o 200 ‘
v v .

500 . : 100 2 =
- \ : NN

6 wo e -5000 0 5000 10000 15000 20000
-5000 0 5000 10000 15000 20000 -100
| / #Cores used o fiCores used \
Lowutilization cluster. \ / High-utilization cluster.
Many empty nodes Few empty nodes

X-axis: All possible noestates, ordered
according to #cores used in this state.



Balancing the Metrics

A ExampleBalancing Packir@wareness and Eviction Cost

MNode O Node 1 Node 2 Node 3 MNode 4 Node n

1. Order nodes according to L — S S e T - TR
packing scores Top x4 packing seore

2. Pick top X% of nodes NodeO | Node2 | Noded  Noded  Node!

3. From among these, pick nodes N A~ T A > 38

with least eviction cost R

Node 0 Node 2 Node 4

EQ
EQ:e
L {)

. BF packing score

' Eviction cost

Be;p:dng o
.4? High Priority Utilizdtion
S (- 082 5 808663698 0.80B663698 0.80B663698 0.B0B664456 0.808445471 0.807960946 § 806518081
o5 -
S8 . .
£N Choice of parameter X is based
TS on workload and hardware characteristics.
> rerrr—— (datadriven)
)
ool cnl
.5 o o
% IS e S e
3 4_; ooe oossminran . I I I I
a5 oo o [l :




Putting It all together

A Highlyefficient, stateof-art Multi -Priority Resource Allocatioim Azure

A For eachallocation and evictionwe have to balance We are not aware of any

I Cost of evicted instance8d EvictionCost similar multipriority
i PackingQualityA Packing Score allocation work in academia
I Survivakime of newly deployed instances SafetyScore

A Algorithm is priorityrule based.

A Our algorithm generalizes to k priorities. /‘\
on CosAwareness@ Eviction CosAwareness

Basic MultiDimensional

Eviction CosAwareness

Safety Awareness

Basic MultiDimensional Basic MuliDimensional

BestFit Packing

Basic MultiDimensional

BestFit Packing BestFit Packing BestFit Packing




Multi-Priority ¢ Allocation Engine

A Multi-priority allocation algorithm significantly improves low
priority utilization, without decreasing higpriority utilization.

HP Utilization LP Utilization
078 0.7669 61 v 0.2 .
0.76 0.18 0.1600 '
0.16
0.74
0.72 0.14 0.1212
0.12 0.1070
0.7
0.1
0.68
0.08
0.66 0.06
0.64 0.04
0.62 0.02 0.0029
0.6

BF+BF LP-Aware#BF

T~

Baseline algorithm.

BF+BF LP-Aware+BF BF+HP-Aware LP-Aware+HP-Aware Oracle

f

Optimal algorithm
if we knew the
future.

Our algorithm.



